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ABSTRACT
Increasingly more and more videos are being uploaded on video

sharing platforms, and a significant number of viewers on these plat-

forms are children. At times, these videos have violent or sexually

explicit scenes (referred as child unsafe) to catch children’s atten-

tion. To evade moderation, malicious video uploaders typically limit

the child unsafe content to only a few frames in the video. Hence, a

fine-grained approach, referred as KidsGUARD
1
, to detect sparsely

present child unsafe content is required. Prior approaches to con-

tent moderation either flag the entire video as inappropriate or use

hand-crafted features derived from video frames. In this work, we

leverage Long Short Term Memory (LSTM) based autoencoder to

learn effective video representations of video descriptors obtained

from using VGG16 Convolutional Neural Network (CNN). Encoded

video representations are fed into LSTM classifier for detection of

sparse child unsafe video content. To evaluate this approach, we

create a dataset of 109,835 video clips curated specifically for child

unsafe content. We find that deep learning approach (1) detects

fine-grained child unsafe video content with the granularity of 1

second, (2) identifies even sparsely location child unsafe video con-

tent by achieving a high recall of 81% at high precision of 80%, and

(3) outperforms baseline video encoding approaches based on like

Fisher Vector (FV) and Vector of Locally Aggregated Descriptors

(VLAD).

CCS CONCEPTS
• Security and privacy → Social network security and pri-
vacy; • Information systems → Social networks; • Social and
professional topics→ Children; • Computing methodologies
→ Supervised learning by classification; Semi-supervised learning

settings;

1
Code and Dataset at https://github.com/precog-iiitd/kidsguard-sac
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1 INTRODUCTION
The creation and the consumption of videos on the web have in-

creased a lot over the last decade. Popular video sharing platforms,

like YouTube, receive one billion hours of video views. Given the

large-scale, content moderation and regulation as per the platform’s

guidelines becomes extremely challenging. From the user’s perspec-

tive, it becomes extremely critical when viewers are children, for

whom these video platforms have virtually become the television

[5]. Livingstone et. al. [22] highlight ‘kids in the online world get-

ting exposed to pornography’ as among the most prominent threats

to children. There are significant concerns that videos targeted for

children have violence or sexually explicit content [27] which we

refer as child unsafe content. There are laws, for instance, Children’s
Online Privacy Protection Act (COPPA ), which expect video shar-

ing platforms to adopt and enforce mechanisms for online safety for

children. Besides these norms, the presence of child unsafe content

on a video sharing platform decreases its reputation and viewer-

ship as it could potentially encourage parents to dissuade their

children from watching videos on such platforms. Consequently,

video sharing platforms employ a dedicated group of experts, use

automated mechanisms and rely on crowd-sourcing to perform

content moderation. Once detected, a video is typically made as

age-restricted or completely removed. Age-restricted videos have

reduced visibility and are ineligible for monetization on most video

platforms. As a result, putting child unsafe content sparsely (located

in only a few scenes in a video) is one common strategy adopted by

malicious video uploaders. There are many examples of such videos

(Figure 1a and Figure 1b) on YouTube which can be viewed even

with restricted mode2 enabled, thereby indicating that the existing

detection mechanisms are not working well. Further, it may be

observed that the number of subscriptions and number of views for

the video depicting sexually explicit content in Figure 1(a) is 2.6K

and 81K since its upload on 6 April, 2016 whereas, for another video

2
Restricted mode is a configuration setting on YouTube using which viewers can avoid

getting inappropriate content
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