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Welcome backo the course on Privacy and Security in Online Social Media on NPTEL.

This is week number 10, and we are going to look at continuing the trend.
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Abstract—Online social media has emerged as one of the

prominent channels for dissemination of information during real
world events. Malicious content is posted online during events,
which can result in damage, chaos and monetary losses in the
real workl, We analyzed one such media i.e. Twitter, for content
generated during the event of Boston Marathon Blasts, that
occurred on April, 15th, 2013. A lot of fake content and malicious
profiles originated on Twitter network during this event. The aim
of this work is to perform in-depth characterization of what
factors influenced in malicious content and profiles becoming
viral. Qur results showed that 29% of the most viral content on
Twitter, during the Boston crisis were romors and fake content;
while 51% was c opinions and comments; and rest was troe

susceptible to fall for rumors / fake content. In one of the
most recent incidents in US.A., Dow Jones index plunged
140 points due to a rumor tweet posted from  news agency’s
(Associated Press) Twitter account [ 14]. the estimated tempo-
rary loss of market cap in the S&P 500 1otaled $136.5 billion.
The ramor mentioned that U.S.A. president Barack Obama has
been injured in twin explosions at the White House, In case of
England Riots, social media was responsible for spreading and
instigating violence amongst people. Many rumors propagated
during the riots, which resulted in large scale panic and
chaos among the public [34]. Two people were also sentenced
for spreading false posts on Facebook during the riots [10].

We are going to look at another paper, which is also looking at some of theysandrit

privacy issues on online social media. This paper is dollar one per RT Boston Marathon,

Pray for Boston analyzing fake content on twitter. So, | briefly mentioned this in this

8ectiohcredibility, and trust, and if you remember this is one of thestwleat | used in
example also t8@yplease RTs this tweet, Wil pay one dollar to Boston Marathon.

And you know all the otherwise the contltthe title, hash tag is Boston Marathon,

pray for Boston, | think in the later events also, you would ls@en such kind of hash

tags, pray for Paris, which was actually also trending when the Paris attack was

happened, when the PaBiidékhappened, analysing fake content on twitter. So, | am
going to go back to the content like the credibility that we $aw then | just showed



you some graph and | moved on. Now, we are going to actually see it in detail in terms

of just paper writing. Paper is going to be our focus of this section.
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prominent channels for dissemination of information during real

world events. Malicious content is posted online during events,  [4(
which can result in damage, chaos and monetary losses in the (As
real world. We analyzed one such media i.e. Twitter, for content rary
generated during the event of Boston Marathon Blasts, that The
occurred on April, 15th, 2013. A lot of fake content and malicious
profiles originated on Twitter network during this event. The aim
of this work is to perform in-depth characterization of what £
factors influenced in malicious content and profiles becoming NSt
viral. Our results showed that 29% of the most viral content on  dur
Twitter, during the Boston crisis were rumors and fake content;  cha
while 51% was generic opinions and comments; and rest was true  for
information. We found that large number of users with high social [
reputation and verified accounts were responsible for spreading

the fake content. Next, we used regression prediction model, to
Lx’prifv that. averall imnact of all neere wha nranacate the fake

bee

cou

B30y 1

So, you should look at the claims by this papNe analysed one such media, twitter
please remember this was actually published in two thousand thirteen, two thousand
twelve during that period. So, some of the mentions about the social media may be very
very basic, we analysed one such media twittecontent generated during the event of

Boston Marathon Blasts that occurred on April fifteenth two thousand thirteen.

So, what are the results that the authors claim is that twenty nine p@fd@etmost

viral content on twitter during the Boston M#mon crisis were rumours and fake
content. So, this is how did they do it, they basically did took the largest, large set of
rumours, large set of posts, asked usegittateliand they also got thiglie positive
rumours from another source, lookedhatv much of the total content generated about
the Boston Marathon had these posts. And therefore, clairBiiaio29 percent of the
most viral conten.erumours. While 51 percent was generic opinions and comments
and the rest was true information., Slais is the result of annotation that they did with

the posts.
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the fake content. Next, we used regression prediction model, to
verify that, overall impact of all users who propagate the fake
content at a given time, can be used to estimate the growth of
that content in future. Many malicious accounts were created on
Twitter during the Boston event, that were later suspended by
Twitter. We identified over six thousand such user profiles, we
observed that the creation of such profiles surged considerably
right after the blasts occurred. We identified closed community
structure and star formation in the interaction network of these
suspended profiles amongst themselves.

[. INTRODUCTION

Emergence of online social media (OSM) and their in-
creasing popularity, has created a new medium and arena for
e-crime. Online social media provides people with an open

A0y 11000

Many malicious account@iefe created. So, there was a lot of malicious accounts that
Were created during the even just affBEleventuring the Boston event thetere later
suspended by twitter. The authors identified over 6,000 such user profiles we observed
that the creation of such profiles surged considerably right after the blast occurred. So,
that is if you remember again one of the themes t-nnentioning across the

course is actually finding out these profiles.

How can youidentify these profiles as fake profiles, which is one of main goals of
services like twitter and it is not that easy also right given -tBoston Marathon

blast has happed and people are under panic, the criminals are actually making use of
this situation in terms of creating the account and posting content, which also, which are
rumours and getting a lot B@etiohwith if also.

AShWerhave disclissedibefoie somebodyuses hash tag Boston Marathon, hash tag
based or Boston then, it is going to be available to ptiiEatelnteresten that hash

tag. And therefore, getting some rumours, getting some misinformation through this hash
tag becomes much simpler. Thathe tabstract of the paper. Now let is look at actually
the introduction, methodology, data set, contributionsEBttesultS that they haveo,

in the introduction, the authors actually mentioned generally about the Boston Marathon

blast, what happened dhow the incidence is planned out of the Boston marathon.
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to spread inflammatory and prbvokmg false content against the
government [38].

The aim of this paper is to characterize and propose
solutions to counter various forms of malicious activities on
Twitter during events such as the Boston blasts. In this paper
we used data collected during the Boston blasts, for the
analysis done in this paper. We collected about 7.8 million
tweets for the Boston marathon blasts using the Twitter APIs.
Our data collection was limited from the fact that it was started
45 minutes after the blasts had occurred. To the best of our
knowledge this is one of the largest studies, to analyze a dataset
of tweets containing fake information / rumors. Also, this work
presents the first comprehensive characterization of content
posted on Twitter during the Boston blasts, with special focus

So, the aim of this paper is to characterize and propose solutions to counter various
forms of malicious activities on twitter during events such as the Boston bigmst, S0,

the interest is to characterize, see and propose solution to counter GElivlESs So,

one of the problems that they would take latemiSinformation Authors collected 7.8
million tweets; and later in methodology, we will see what kinanethodology, how

did they actually collect 7.8 million posts. So, the data collection was limited from the
fact that it was started 45 minutes after the blast. Interestingly, the way that these kinds
of data collections are done is that an event hapg@eighen,we see that there is an
event, thafl@soccurred andfiéfélissome hash tag with the events that is trending, take
that hash taddlifiit into the data collection and collect the data.

So, this probably has some draw back also, in this case er(Rehe: 07:39)- the
interesting thing is the 45 minutes thing again there, the author explained it later, but
these 45 minutes is also interesting is because authors actually looked at the post that had
come inffi€8e45 minutes and some of them ar¢uadly FelWeets So, the essentially the
tweets thafllefeweetecven before 45 minutes is actually part of the data also here.
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ﬁ BostonMarathon L W Follow
For every retweet we receive we will donate

$1.00 to the #BostonMarathon victims
#PrayForBoston

& Reply T3 Retweet Y Favorte #9# More

R e EWDDENEON

(a)

T

M @HopeForBoston ¥ Follow @HopeForBoston
wm HOPE FOR BOSTON

R.LP. to the 8 year-old boy who died in Boston's explosions,

250, 11000

And one of the others claims by the paper isléfigestidatasen terms of the rumours.
So, herdilfethe tweets that [l@VelSAOWnou in a different context before, which is for
every retweet we receive ,we WilbfRiatel dollar to Boston Marathon victims, pray for
Boston. So, the handle is underscore Boston Marathon, that is not as real account.
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(a)

M @HopeForBbston W Follow @HopeForBoston
wm | HOPE FOR BOSTON

R.L.P. to the 8 year-old boy who died in Boston's explosions,
while running for the Sandy Hook kids. #prayforboston
http:/it.co/Xmv2E81Lsb

April 16,2013 1218 amviaweb Reply Retweet Favorite

(b)

Fig. 2.

propa

Fig. 1. Two sample tweets containing fake content. (a) A tweet from a fake Crisis

A0y 1100k

Hope for Boston, rip to the 8 year old boy who died in Bostons explosions while running
. the sandy hook kids to pray for Boston. Nothing, there was not Ikid,was not
part of the Boston Marathon at all.
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R.L.P. to the 8 year-old boy who died in Boston's explosions,
while running for the Sandy Hook kids. #prayforboston
http:/ft.co/Xmv2E81Lsb

April 16,2013 1218 amviaweb Reply Retweet Favorite

(b)

Fig. 2.

propa
Fig. 1. Two sample tweets containing fake content. (a) A tweet from a fake  crisis
charity profile. (b) Rumor about a child being killed in the blasts.

L}
get affected by an e-crime on social media such as Twitter
and Facebook, within a few hours [14]. Hence, the solutions
built need to work in real-time and be capable of handling 5

large volume and evolving characteristics. The three main

-
A0y 1100k

There was no kid who took part in Boston Marathon and who actually was Kkilled,

because of the blast.
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accounts on Twitter, that are created during a crisis event?

liter
Boston Marathon Blasts: Twin blasts occurred during the  ciou

Boston Marathon on April 15th, 2013 at 18:50 GMT. Three ~ and
people were killed and 264 were injured in the incident [37]. [V ;
Two suspects Tamerlan Tsarnaev (deceased) and Dzhokhar proj
Tsarnaev (in custody) carried out the bombings. There was  text
a huge volume of content posted on social media websites,  Bos
including Twitter, after the blasts. We saw online social media  wor
being effectively used by Boston Police to track down the

suspects and pass on important information to the public. There

were various malicious entities which spread false information

and posted fake content. To name a few specific cases: tweets ~ A-
about fake charities, offering to donate money to Boston ]
victims became highly viral; rumor about some children who ;.

850y 1

., this is just back ground of the Boston Marathon itself, it is a twin blast occurred
during Boston Marathon, April5th 2013 at about 18:50 GMT. 3 people were killed and
264 were injured in the incident.
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So, now looking at, so here is a picture that actually came out to the blast and this was
one of thdist pictures clicked during the Bostdvarathon blast.
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o We characterized the spread of fake content on Twitter
using temporal, source and user attributes. We found
that approx. 75% of fake tweets are propagated via
mobile phone devices.

o We applied linear regression model to predict how vi-
ral fake content would in future based on the attributes
and impact of users currently propagating the content.

o We analyzed the activity and interaction graphs for the
suspended user, profiles created during Boston blasts.
We identified that malicious user exploit the event
happening to indulge in e-crimes like impersonation
and propaganda spreading.

Ll . . 0 o~ ~ . v 4
.......

So, the authors actually characterized the spread of fake content on twitter using
temporal source and user attributes. So, you will find some of the analysis in this paper
pretty simple, which is the authdi8llfjlist show you what kind dfiéViéesthat the users

had when they posted the content. And because again, keep the year in mind this is about



two thousand thirteen. So, there is kind of the way that the author@iloDIS Slightly

Also we found that approximately 75 percent of the fake tweets are propagated via
mobile phones. We applied linear regression model to predict how viral fake content in

future based on attributes and impact of users is currently propagating the content. We
aralysed the activity and interaction graphs for the suspended user profiles, one
interesting thing that they did was the authors actually looked at the suspended user
profiles andilil analysis of what kind of users at these used accounts were suspended.

(Réfer Slide Time: 11:18)
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~ mobile phone devices.

o We applied linear regression model to predict how vi-
ral fake content would in future based on the attributes
and impact of users currently propagating the content.

o We analyzed the activity and interaction graphs for the
suspended user profiles created during Boston blasts.
We identified that malicious user exploit the event
happening to indulge in e-crimes like impersonation
and propaganda spreading.

This paper is organized as follows: Section II discusses the
literature review about the problem domain of analyzing mali-
cious content on Twitter. Section III describes the methodology
and description of work done in this research work. Section

A0y 1100k

| think the last line herBhaversaidimultipieimes in this course, authors identified that
malicious users exploit the event happening to indulge-drinees like impersonation

and propaganda spreading.
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Boston blasts. Section VI contains the discussion and future
work.

II.  RELATED WORK
A. Role of OSM during Real World Events

Role of social media has been analyzed by computer
scientists, psychologists and sociologists for impact in the real-
world. Palen et al. presented a vision on how Internet resources
(technology and crowd based) can be used for support and as-
sistance during mass emergencies:and disasters [30]. They also
studied two real world events, to understand and characterize
the wide scale interaction on social networking websites with
respect to the events [31]. Sakaki et al. used tweets as social

A0y 1100k

OthersBfOKe the related work into multiple categories, the first one is the role of OSM,
during real world events. | think it is very very clear that real world events, when it
happens it actually triggers the online social media content generatiish is WHeh

there is earthquake. For example, there is Nepal earthquake, IPL cricket match all of this
is actually triggered and huge amount of content that is generaiitig@sociamedia.

(Refer Slide Time: 12:22)
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Presence of spam, compromised accounts, malware, and  asses
phishing attacks are major concerns with respect to the quality  fourt¢
of information on Twitter. Techniques to filter out spam / phish- ~ on av
ing on Twitter have been studied and various effective solutions  situat
have been proposed. Chhabra et al. highlighted the role of URL ~ Only
shortener services like bit.ly in spreading phishing; their results  situat
showed that URL shorteners are used for not only saving space ~ very
but also hiding the identity of the phishing links [12]. Ina  gener
followup study Aggarwal et al. further analyzed and identified  super
features that indicate phishing tweets [4]. Using URL, domain,  bility

B. Assessing Quality of Information on OSM

A0y 1o0n

So, again the authors go througltdetail about the different types of events where social

media is being involved. And then, during the other category of events, the other



category of literature that is available is actually assessing quality of information on
online social media, whicis to look at the misinformation, which is to look at what kind

of content gets spread during this event, how characterization of them and how good or
bad they are and topics aroundiifiéflelatesven books now, which actually look at this

concept of misiformation on social mediflig data. Next part gives you serBewhat
the relatediferaturens that youfiéetto understand for this particular paper.

(Refer Slide Time: 13:27)

LR T T o
Con GtBeaEc88 @@« | o]l Enob & Tools | Fil&Sign | Comment

Step 1: Select most popular

)

Step 2: Manually tag as
Step 1: Manual keyword Fake / True / Neutral
selection

Temporal Analysis
Spatial Analysis
Source Identification
Impact v/s Growth

Step 2: Collect data from
Twitter Streaming API

Step 1: Collect all user
\ ) profiles suspended by
Twitter who tweeted about

Boston Blasts

Retweet / Reply Network
User Description

Temporal Analysis
Tweet Content Analysis

3. Architecture diagram describing the methodology followed in this paper for analyzing fake content and suspended profiles on Twitter ¢
thon blasts.

.......

Here is a very simple architecture that the authors had in terms ofactlicting @il
analyZiig the data, which is keyword selection, manual keyword selection that is the
forty five minutes delay that | said. And collect data from [itel streaming API

which all of you know, fake content tagging, select most populeetsy manually tag as
fake, true or neutral. So, some kind of annotations happens with the tweets that is from
the event, suspended profiles tagging, collect all user profiles suspended by twitter who
tweeted about Boston Marathon.

So, all the tweets thatere, all the users that were suspended f@#tBoston Marathon
hash tadiiefersnippediout-ake and temporal, spatial, source, impact and suspended
profile analysis, which is retweet reply network, user description, temporal analysis.
Essentially the twddalts of analysisiShdone.One is the content from the event to

understand the fake or misinformation, the other one is the suspended profile users.



(Refer Slide Time: 14:53)

So, if you look at the data collection, so this is what we said earlier, hdhegaollect

this 7.9 million, they used the keywords called the person .Jactually suspected,

hash tag watertown, hash tag manhunt, Sean Collier, hash tag BostonStrong hash tag
bostonbombing, hash tag oneboston, boston hyphen marathon, hash fadh@ston,

boston marathon with the space, hash tag boston blasts, boston blast with the space,
boston terrorist with th-,boston explosions with the space, bostonhelp without a

space, boston suspect.

So, using all this is there is an interestingywed actually collecting all this. If you just
know that_gj)oston marathon is what you are looking for, you take that hash tag
collects some hundred tweets, look at the frequ@htlye count of other words arfiie,
.that and then put them baoko the search query and start collecting the data for
that, so that is the kind of | mean in information retrieval kind k@8 this is referred

as query expansioffollican takene query and thegkpanaditas youwou like.



